AI-Supported Adjudicators: Should Artificial Intelligence have a Role in Tribunal Adjudication?
By Jesse Beatson

Currently, artificial intelligence (AI) assists and automates decisions in a wide variety of contexts, including legal ones. A novel topic is how recent developments in AI might be leveraged to assist in public tribunals. Tribunals are fertile grounds for the uptake of AI programs for they lack the rigid procedure of courts and aim to facilitate the efficient resolution of disputes. This paper explores the merits and risks of tribunals adopting the model of “AI-Supported Adjudication” (ASA). Specifically, I propose that statutory authorization be given for AI decision support tools which provide relevant information to adjudicators but stop short of making outcome recommendations. The structure of this paper is as follows: (1) preliminary discussion regarding definitions, uses of AI in the legal sector, and desirability of tribunal AI, (2) illustrative use cases, (3) potential risks and implementation challenges of ASA, and (4) recommendations for development, implementation, and regulation.

Introduction

The growing capabilities of artificial intelligence (AI) technology provokes many questions for the legal sector.\(^2\) AI has been defined as a “suite of related technologies” powered by algorithms that can perform tasks otherwise requiring human intelligence.\(^3\) To date the private sector has seen the greatest uptake of AI, but one of the early public uses of AI has been in the realms of judicial and administrative decision-making. There are two primary types of AI currently used in these contexts – (1) explicitly coded, closed-rule algorithms (“legal expert

\(^1\) 2019 JD candidate at Osgoode Hall Law School. This paper is the 2018 winner of the CCAT/CTAC student essay contest. I would like to acknowledge the assistance of Michael Dockstator, B.A. (2014), J.D. (2017), and current M.A. candidate at the University of Toronto, Faculty of Information, who contributed to the paper’s revisions.


There is also a continuum in the extent to which AI is getting involved in decision-making (from support to judges to full automation, for instance of welfare eligibility processing by government agencies). Uses of AI in the public realm are currently all outside of Canada, but perhaps not for long. The future of administrative regulation and adjudication in Canada will likely feature AI in a prominent role. In June 2018, for instance, there were “invitations to bid” and “requests for information” from federal entities in Canada looking for AI solutions to integrate into the work of the Department of Justice (DOJ), Immigration, Refugees and Citizenship Canada (IRCC), and others.

A novel topic is how recent developments in AI might be leveraged to assist tribunal adjudicators. Generally, administrative tribunals have not received much scholarly attention despite their importance in the determination of many individuals’ legal rights. This has been true of the recent scholarship on AI’s growing impact in the legal sector as well. This paper explores the merits and risks of tribunals adopting what I am calling “AI-Supported...
Adjudication” (ASA). Specifically, I am proposing a model where statutory authorization is given for AI decision support tools which provide relevant information to adjudicators but stop short of making outcome recommendations. Either legal expert systems, predictive analytics, or some combination thereof would be used depending on the needs of any given tribunal. I will begin by offering preliminary discussion regarding definitions, current and future uses of AI in the legal sector, and the desirability of tribunal AI. Subsequently, I turn to concrete case studies for further illustration. Next, I canvas some potential risks and implementation challenges of ASA pertaining to (1) lawful delegation, (2) procedural fairness, and (3) judicial review. Finally, although critical skepticism about the use of tribunal AI is warranted, I offer concluding thoughts in terms of optimal development and regulatory frameworks. Ultimately, I argue for the expansion of AI into tribunal adjudication, albeit within the limits defined by ASA.

Definitions and the Omnipresence of AI in Society

Two types of AI

Understanding the role AI could come to play in public tribunals requires some knowledge of the technology in question. AI is an algorithmic technology, and an algorithm is a sequence of instructions telling a computer or digital device what to do.\(^\text{10}\) While this definition covers a wide terrain, two main types of AI used in the legal sphere can be distinguished: (1) “legal expert systems”, and (2) “predictive analytics”, a short form I am using to describe AI programs developed through machine learning (ML) algorithms. The former run on explicitly coded, closed rule algorithms. In other words, these algorithms are based on a set of finite and

---


3
pre-programmed rules which can then be applied to new information to solve complex problems and draw conclusions. The construction of legal expert systems typically involves a consultation phase with subject matter experts, the results of which are then input into the AI program. Legal expert systems can function as “automated decision trees”, directing decision-makers in ways that “could be replicated manually but at greater time and expense”. An example is the programs some of Australia’s administrative decision-makers use that provide guidance on the applicability and content of relevant legislation, policy, and case law.

By contrast, predictive analytics programs run on trained, machine learning (ML) algorithms. They require access to a lot of data (“Big Data”) to operate. While the work of legal expert systems could be replicated (or close to replicated) manually, the work done by ML algorithms is computationally intensive in a way that exceeds the analytic capabilities of humans. It is a clear example of how “in our digitized present, automation is increasingly

12 Email from Lorne Sossin (1 December 2017). Also, a very simple example of a decision tree is the Drive Clean test from Service Ontario, which moves through a series of binary “yes or no” type questions to determine if the driver’s car produces a level of emissions suitable for the road. See “Drive Clean Test”, online: <https://www.ontario.ca/page/drive-clean-test>.
14 Along these lines it has been argued that legal data repositories in like CanLII and SOQUIJ may not be voluminous enough to fully empower a predictive AI tool that relies on reported decisions. This problem might be of special concern in the tribunal context, where indexing of past cases is more limited given the lack of a firm stare decisis principle. For discussion of the general problem of data shortage, see Omar Ha-Redeye, “The Big Data Problem for AI in Law” (2016), online: <http://www.slaw.ca/2016/09/11/the-big-data-problem-for-ai-in-law/>. Another issue explored elsewhere is how access to this data raises privacy, and in the private sphere, competition concerns. See the Competition Bureau’s consultation paper, “Big data and Innovation: Implications for competition policy in Canada” (2017): online<http://www.competitionbureau.gc.ca/eic/site/cb-bc.nsf/eng/04304.html.> See also the Federal Court of Appeal in its decision regarding “data monopolies” in Toronto Real Estate Board v. Commissioner of Competition, 2017 FCA 236.
15 Dave Gershgorn, “AI is now so complex its creators can’t trust why it makes decisions” (December 2017), Quartz, online: <https://qz.com/1146753/ai-is-now-so-complex-its-creators-cant-trust-why-it-makes-decisions/>.
moving from the hand to the brain.”\textsuperscript{16} The human cognitive limitations ML has been particularly adept at overcoming include “consistency and speed of decision making” as well as “understanding risk”.\textsuperscript{17} An important trait of ML algorithms is that rather than process a stable set of instructions repeatedly, they typically exhibit “self-learning”, rewriting themselves as they run.\textsuperscript{18} The potential of ML algorithms is captivating much of the public attention around AI. They power “smart” consumer products like “self-driving” cars and personal assistants such as Amazon’s Alexa and Apple’s Siri. Self-learning introduces a measure of unpredictability. While ironic that the technologies we use to predict are somewhat unpredictable themselves, the popular view that this amounts to a kind of machine sentience run amok is overblown and often fear-mongering. Although machine learning algorithms are capable of independently operating and adapting, Chris Cox, one of the original architects of Facebook’s news feed, has underscored that humans have a continued role to play in correcting for errors and unintended consequences.\textsuperscript{19}

**AI in Society**

AI is no longer in the realm of speculative fiction or arcane theory, but now has a range of everyday and legal applications. The uptake of AI in private and public spheres is part of why the present era has been called the “fourth industrial revolution”.\textsuperscript{20} Beyond “smart” consumer products, AI is augmenting human decision-making in a wide range of domains by, for example,

\textsuperscript{16} Brian d’Alessandro, Cathy O’Neil, and Tom LaGatta, ”Conscientious Classification: A Data Scientist’s Guide to Discrimination-Aware Classification” (2017) 5:2 Big data at 120.

\textsuperscript{17} Ibid.

\textsuperscript{18} Another variety of ML algorithm “learn” from a data set and then do not adapt to additional input.

\textsuperscript{19} Jacob Brogan, “Your Algorithms Cheat Sheet” (February, 2016), Slate online: <http://www.slate.com/articles/technology/future_tense/2016/02/algorithm_101_a_cheat_sheet_to_the_terminology_the_ethical_debates_and.html>.

(1) determining who gets benefits like bank loans, credit cards, and welfare, \(^{21}\) (2) assessing people as potential tenants and employees, \(^{22}\) (3) selecting neighbourhoods for heightened police surveillance, \(^{23}\) and (4) evaluating the recidivism risk of criminal defendants. \(^{24}\) This broad uptake of AI to assist individual and institutional decision-making is not surprising, given that advances in computational power and sophistication mean that “the set of tasks and activities in which humans are strictly superior to computers is becoming vanishingly small”. \(^{25}\) The growing potential of AI – particularly ML algorithms – can be attributed to the wide availability of graphics processing units (accelerating processing speeds), vastly increased storage space, and a massive supply of data. This confluence of new developments has improved the capacity of ML algorithms for rapidly digesting vast quantities of information and discovering and analyzing complex patterns. The heightened capability of AI means commercialization and government buy-in, and these factors in turn will result in wide societal impact.

Public tribunals will not remain isolated from these changes. Nevertheless, it is important to highlight how public-sector reliance on algorithmic decision support tools or automation programs raises larger questions than private sector equivalents, simply because “society

\(^{21}\) For welfare, see Virginia Eubanks' description of how the Australian government created an algorithmic system to analyze the financial records of people receiving means-tested benefits. The algorithm was introduced alongside a government announcement of a new target to claw back $4.5 billion from benefits recipients. The result was what has been called the “robo-debt” scandal. See Virginia Eubanks, *Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor* (St. Martin’s Press, 2018).

\(^{22}\) See Naborly tenant screening, online: <https://naborly.com/>


regulates public power differently than the way it is regulated the private sector”. In other words, it remains vital to retain distinctions between the private/commercial and the public/politico-legal.

**Environmental Scan: Applications of AI in Legal Decision-Making**

Public tribunals have been classified by many as a fourth branch of government, differentiated from the legislature, executive, and judiciary. Accordingly, tribunal adjudicators are susceptible to an identity crisis about whether their work is more properly within the “governance” or the “justice” sector. To be thorough I conducted an environmental scan of how AI is being used – and how it could soon be used – by courts, administrative tribunals, and government agencies (in other words, in “legal decision-making”). This chart and brief literature review that accompanies it are meant to provide context to readers about recent developments in the use of AI in the public sector in ways consequential for people’s rights. Such knowledge of the algorithmic environment will help situate my argument for AI-Supported Adjudication (ASA), as well as, I hope, demonstrate the significance and urgency of this topic.

---

26 See Executive Office of the President, “Big Data: Seizing Opportunities, Preserving Values” (2015), online: <https://obamawhitehouse.archives.gov/sites/default/files/docs/20150204_Big_Data_Seizing_Opportunities_Preserving_Values_Memo.pdf> (“Public trust is required for the proper functioning of government, and governments must be held to a higher standard for the collection and use of personal data than private actors.”).


28 For example, Phillip Bryden asks if tribunal reform is “justice reform” or “governance reform”, and whether the answer to this question impacts what level of independence ought to be afforded to tribunal members. See Michael Gottheil, “Opening Plenary: Administrative Governance Reform versus Administrative Justice Reform”, online: <https://soar.on.ca/system/files/documents/opening.pdf>.
Taxonomy and Applications of AI in Legal Decision-Making

<table>
<thead>
<tr>
<th>Type</th>
<th>Context</th>
<th>Partial (AI-Supported Systems)</th>
<th>Full (Automated Decision Systems)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjudication AI</td>
<td>Court</td>
<td>Current Use Risk Scores for Criminal Courts</td>
<td>Current Use NONE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>COMPAS algorithm by Northpointe used in the U.S.</td>
<td>Future Use Robo-judges?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pension Eligibility Guidance</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EXPERTIUS, a decision-support system that advises Mexican judges of whether a plaintiff is</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>eligible for a pension, and in what amount.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Small Claims</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Northern Ireland Courts and Tribunal Service, Small Claims Online</td>
<td></td>
</tr>
<tr>
<td>Tribunal</td>
<td>Current Use NONE Future Use <em><strong>AI-Supported Adjudication (ASA)</strong></em></td>
<td>Current Use NONE Future Use ”Self-Driving Tribunals”***</td>
<td></td>
</tr>
<tr>
<td>Ministry/Agency</td>
<td>Current Use UNKNOWN Future Use</td>
<td>Current Use? Welfare eligibility analysis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Litigation outcome analytics</td>
<td>In Australia, the Department of Human</td>
</tr>
<tr>
<td></td>
<td></td>
<td>See June 2018 invitations to bid for Immigration, Refugees, and Citizenship Canada (IRCC),</td>
<td>Service (Centrelink) (known colloquially as “Robo-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Employment and Social Development Canada (ESDC), and Department of Justice (DOJ).</td>
<td>debt”) and in Michigan, a similar system called MiDAS.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Frontend immigration decision-making</td>
<td>Future Use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In Canada, Humanitarian and Compassionate (H&amp;C) consideration as well as Pre-Removal Risk</td>
<td>Other automated systems utilized by federal agencies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assessment (PRRA) applications?</td>
<td>See Treasury Board RFI</td>
</tr>
</tbody>
</table>

29 Northpointe, supra note 24.
32 The focus of this paper.
33 CCAT, supra note 7.
34 Public Works and Government Services Canada, supra note 6.
35 Ibid.
37 Treasury Board, supra note 6.
<table>
<thead>
<tr>
<th>Litigation AI</th>
<th>Court</th>
<th>Current Use</th>
<th>Future Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used to better prepare parties to a legal dispute by offering intelligent research solutions, automated filing, and/or predictions about a matter’s probable resolution. Goal: access to justice.</td>
<td><strong>Current Use</strong></td>
<td>Litigation outcome analytics</td>
<td><strong>Future Use</strong> UNKNOWN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lex Machina by LexisNexus Legal, Premonition, Blue J Legal for Tax Court and employment disputes. Also, program used by Aletras et al. (2016) to predict outcomes of cases before the European Court of Human Rights (ECtHR)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Current Use</strong></td>
<td><strong>Future Use</strong> Robo-law firms?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online Dispute Resolution (ODR)</td>
<td>ODR but with the addition of a predictive analytics function built into the platform?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rechtwijzer 2.0, Dutch online dispute resolution (ODR) platform</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Canadian examples of ODR: British Columbia Civil Resolution Tribunal and Quebec’s PARLe pilot project</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Divorce application</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online divorce assistant (currently in beta form), available in British Columbia, and for now only for Joint Divorce with no children.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mediation AI</th>
<th>Tribunal</th>
<th>Current Use</th>
<th>Future Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used by parties to a legal dispute to see if their conflict can be streamlined and resolved early using online and/or predictive analytical tools. Goal: access to justice.</td>
<td><strong>Current Use</strong></td>
<td>UNKNOWN</td>
<td><strong>Future Use</strong> NONE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online Dispute Resolution (ODR)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rechtwijzer 2.0, Dutch online dispute resolution (ODR) platform</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Canadian examples of ODR: British Columbia Civil Resolution Tribunal and Quebec’s PARLe pilot project</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Divorce application</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online divorce assistant (currently in beta form), available in British Columbia, and for now only for Joint Divorce with no children.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ODR but with the addition of a predictive analytics function built into the platform?</td>
<td></td>
</tr>
</tbody>
</table>

**Extent of Automation**

Governments are increasingly looking to utilize Automated Decision Systems (sometimes called “Robo-adjudication”) to gain efficiencies in the administrative state. As noted by Perry, “although people may express shock at the idea of software making decisions about rights issues, it is already happening. Many first line administrative decisions affecting

---

38 LawGeex, infra note 61.
40 Shannon Liao, “World’s first robot lawyer now available in all 50 states” (July 2017), The Verge, online: <https://www.theverge.com/2017/7/12/15960080/chatbot-ai-legal-donotpay-us-uk>.
41 See Rechtwijzer, “Problem or conflict?” online: <https://rechtwijzer.nl/>.
42 For BCCRT, “Welcome to the Civil Resolution Tribunal”, online: <https://civilresolutionbc.ca/>; for PARLe see Karim Benyekhlef and Nicolas Vermeys, “Publicly Funded Consumer ODR is Now a Reality in Quebec” (February 2017), Slaw, online: < http://www.slaw.ca/2017/02/10/publicly-funded-consumer-odr-is-now-a-reality-in-quebec/>. 43 “B.C. launches online divorce tool offering step-by-step guide to sever the knot” (July 2018), CBC, online: <https://www.cbc.ca/news/canada/british-columbia/bc-launches-online-tool-for-couples-seeking-divorce-1.4742887>.
44 For instance Treasury Board, supra note 3.
rights are made by machines or via computer processing.”\textsuperscript{45} These systems work by testing inputs against rules, such as “legislative or regulatory requirements”.\textsuperscript{46} In the case of welfare eligibility analysis, automation allows this to be processed outside of working hours and for more complex or unexpected applications to be triaged to human investigators.\textsuperscript{47} Examples of these systems include Michigan’s MiDAS, and Australia’s Centrelink systems.\textsuperscript{48}

Automated Decision Systems have been controversial, and there are strong arguments that some types of decisions should always require some form of intervention because of, for example, their importance and impact on those subject to the decision.\textsuperscript{49} Full automation will likely never be appropriate for courts or tribunals and thus automated tribunal decision-making, a quantum leap from the status quo, will not be explored in this paper. Rather, this paper focuses on the potential and current realities of AI decision support tools.

A complication is that this dichotomy between full and partial automation possibly hides what is actually a “grey zone”. AI has a demonstrably powerful influence on human judgment and human decision-makers in many domains tend not to disobey algorithmic recommendations.\textsuperscript{50} This influence would likely affect tribunal decision-makers, owing to a combination of psychological tendencies (e.g. “automation bias” and “anchoring”) as well as specific external pressures like the need to save time and resources in resolving high-volume

\textsuperscript{46} Ibid.
\textsuperscript{47} Ibid, at 16.
\textsuperscript{48} MiDAS supra note 5; Centrelink supra note 35.
\textsuperscript{49} Ibid. Also see U.S. court case pertaining to a law suit against MiDAS that ended in a settlement, Cahoo et al v. SAS Analytics Inc. et al, No. 2:2017 17-10657.
“Automation bias” (also referred to as “automation-induced complacency”) can be defined as “the tendency to use automated cues as a heuristic replacement for vigilant information seeking processing”. A related bias called “anchoring” describes how even if a human departs from a program’s conclusion, their own assessment will not stray far from what the program decided. The reason is the person was “anchored” to the first piece of information offered. As I expand on later, if the human adjudicator is unlikely to override the algorithm’s recommendations, this can constitute an illegal fettering of discretion. It is for these reasons that an AI decision support tool that provides explicit recommendations goes too far, in my view, in that it could potentially generate bias and thereby constrain discretionary decision-making. An AI decision support tool should not, for example, produce a draft judgment based on the system’s desired outcome. A more detailed discussion of this threshold issue of recommendations vs. information is given in subsequent sections.

**Adjudication, Litigation, and Mediation AI**

**Adjudication AI**

AI is now playing a role in certain limited instances when cases are before courts of law. A legal expert system is being used by judges in Mexico to determine whether a plaintiff is entitled to a pension, and in what amount. A “risk score” algorithm developed by Northpointe is

---

an example of predictive analytics being used, in this case to evaluate the recidivism risk of criminal defendants. Specifically, a computer-generated score out of 10 helps a judge determine whether to grant bail and how long to sentence convicted criminals. Kleinberg and colleagues write favourably that “reliance of the bail decision on a prediction makes this an ideal application that plays to the strengths of machine learning”. However, ProPublica has reported that the new algorithmic method introduces “machine bias” against racial minorities. A challenge based on due process was made by a Wisconsin inmate, but the Wisconsin Supreme Court rejected it despite the fact that the details of the software were unavailable to the inmate on propriety grounds. The court held that judges’ consideration of these algorithmic outputs is permitted so long as they are not the sole basis of the decision. Nevertheless, more public interest litigation challenging the use of algorithmic risk scores is sure to follow, given the nature

56 See COMPAS risk scores supra note 24.
57 While our Superior Court judges in Canada do not use algorithms, Corrections Canada do use standardized actuarial tests. Dangerous offender hearings typically rely on the “PCL-R” (Psychopathy test) or “V-RAG” (Violence Risk Appraisal Guide) to evaluate whether an offender should be held indefinitely. These tests are statistical, scientific, and ostensibly more objective than a psychologist’s subjective opinion. These assessment tests have proven controversial, however, in terms of their reliability in application to cultural minorities. See Paul Barnsley, “Judge orders Corrections Canada to deal with culturally biased testing of Aboriginal inmates”, APTN National News, online: <http://aptnnews.ca/2015/10/05/judge-orders-corrections-canada-to-deal-with-culturally-biased-testing-of-aboriginal-inmates/>. Most recently, these tests were held to be biased by the Supreme Court of Canada in Ewert v Canada, 2018.
60 Principle 8 of the Asilomar AI Principles, endorsed by many “thought leaders”, states that “any involvement by an autonomous system in judicial decision-making should provide a satisfactory explanation auditable by a competent human authority”. See Future of Life Institute, online: <https://futureoflife.org/ai-principles/?cn-reloaded=1>.
61 State v Loomis, 881 N.W.2d 749 (Wis. 2016)
of the rights at stake and the oft-noted transparency issue concerning the “black box” nature of ML programs in general.  

In the Canadian context, the federal government is looking to develop AI tools for frontend immigration decision-makers dealing with applications like humanitarian and compassionate consideration (H&C) and Pre-Removal Risk Assessments (PRRAs). It is not too great a leap to suggest that AI aids could eventually be made available to tribunal adjudicators as a means, for instance, of improving the efficiency, effectiveness, and consistency of decision-making.

**Litigation AI**

AI is impacting the legal process primarily prior to the hearing phase, as it is being used (on a limited basis) to assist the party/parties in preparing arguments and deciding whether and how to move forward. These applications are just starting to see prevalence in the context of “big law”. Several prominent law firms have purchased AI systems that perform such tasks as automated contract drafting, “e-discovery”, and, most pertinently, making predictions about the outcomes of litigation.

Litigation AI might be beneficial to the legal system if certain safeguards are put in place. One possible approach is to treat the underlying algorithm similarly to expert evidence.

---


63 These are two areas where profoundly consequential decisions are made about immigration status and deportability respectively.


66 The idea for this option was developed in correspondence with Osgoode Professor Sean Rehaag (the idea has not been published anywhere). Though I develop it here, I give him credit for initially proposing it.
algorithm would be introduced as evidence by one or more parties and would be subject to notice, disclosure, and cross-examination obligations, albeit within certain limits.\(^{67}\) In a tribunal setting, these obligations would likely be relaxed consistent with the comparative informality of the proceedings. Concern has been raised that litigation AI could induce a “wave of amateurs who are not hiring lawyers but making sophisticated arguments that they may not understand, and in turn receiving judgments they may understand even less”.\(^{68}\) This could seriously undermine public confidence in courts or tribunals and add to already over-burdened dockets. On the other hand, a function of predictive analytics that could mitigate this concern is the probabilistic assessment of a party’s success. Potential litigants informed by AI might actually may be less inclined to pursue “frivolous” litigation and claims before tribunals, conserving public resources.

There should also be efforts taken to address the problem of asymmetrical access to algorithmic power. Legal research tools (e.g. Westlaw and Quicklaw) for a long time were only accessible by the well-resourced. Similarly, outcome prediction services now on the market like Blue J Legal’s “Tax Foresight” and “Employment Foresight” are currently very expensive, only accessible to litigants with means.\(^{69}\) In the way that free access to CanLII evened the playing field, we would need a “CanLII” of legal AI algorithms, making algorithmic insights readily available to all parties regardless of financial means. Before that occurs, selective access to algorithms risks tilting the scales of justice further towards more powerful parties – not a positive development for the administration of justice. In the meantime, the scenario of algorithms being

---

\(^{67}\) One interesting question is whether the underlying data should be subject to disclosure review. This might create additional privacy concerns unless anonymization practices are conscientiously and competently followed.

\(^{68}\) Email correspondence with Ryan Fritsch (16 March 2018).

\(^{69}\) Blue J Legal’s website does not specify a price for their AI tools, but based on the companies listed under their “customers” tab it seems reasonable enough to assume it is expensive. See online: http://www.bluejlegal.com/faq."
used by adjudicators as decision support tools is one that is less likely to result in this particular disparity in access to justice.

Mediation AI

In future, Mediation AI could look like the current instances of Online Dispute Resolution (ODR) but with predictive analytics capabilities and/or without the supervision of human mediators.\textsuperscript{70} ODR in its present form is either a very basic form of AI, or some might argue it is not a true example of AI. Nonetheless, ODR tribunals are prime grounds for the uptake of AI, particularly ML algorithms. A pioneering example of ODR is the British Columbia Civil Resolution Tribunal (BCCRT) which uses an online platform to guide disputes through negotiation and informal dispute resolution. Disputants make initial contact and commence their proceedings online. Cases are then decided on evidence and arguments entirely submitted to the online platform.\textsuperscript{71} In necessary circumstances, the adjudicator will “have discretion to conduct a telephone or video hearing”.\textsuperscript{72} Given its characteristics of being online and for early-resolution, ODR would likely be a suitable low-impact testing bed for legal AI that could later be applied elsewhere in the legal system. One problem, however, might be if there is a wide variety of issues heard through an ODR platform. This breadth could hinder efforts to test and train a ML algorithm. In the case of the BCCRT, however, a narrow focus that includes strata disputes is promising in this regard. Ultimately, it is possible that early adoption and relatively effective use

\begin{footnotesize}
\begin{enumerate}
\item For a discussion on the utility of ML for ODR see Benyekhlef and Vermeys, supra note 42.\textsuperscript{70}
\item \textit{Ibid.}\textsuperscript{71}
\item \textit{Ibid.}\textsuperscript{72}
\end{enumerate}
\end{footnotesize}
of AI in ODR might create competitive pressures that stimulate uptake of AI in courts and tribunals.\(^{73}\)

**Tribunals: From Administrative to Algo-Ministrative**

Administrative tribunals review a wide variety of consequential matters, including disability pensions, workplace injuries, human rights laws, mental competence issues, social welfare benefits, residential landlord and tenant issues, employment standards, and immigration appeals. Indeed, the areas covered by tribunals span the breadth of the regulatory and welfare state. It is the administrative justice system, rather than legislatures, the executives, or the courts, where “most legal decisions are made” according to former Chief Justice of the Supreme Court of Canada Beverley McLachlin.\(^{74}\) What tribunals offer is complementary to the courts as they are designed to be fast and flexible, as well as expert in their allocated subject matter.\(^{75}\) A tribunal is a “master of its own procedure” so long as it applies rules of “natural justice” otherwise known as procedural fairness.\(^{76}\) De Smith neatly summarizes that tribunals were set up to deal with “particular classes of issues which it has been thought undesirable to confide either to the ordinary courts of law or to the organs of central or local government.”\(^{77}\) In Ontario alone there
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\(^{73}\) Tania Sourdin, "Justice in the age of technology: The rise of machines is upon us." (2017) 139 *Precedent (Sydney, NSW)* at 7.


\(^{75}\) *Alberta (Information and Privacy Commissioner) v. Alberta Teachers’ Association*, 2011 SCC 61 at para 55.


are hundreds of administrative tribunals which make over one million rights-related determinations each year.\textsuperscript{78}

Arguably, tribunals are fertile grounds for the uptake of algorithmic technologies as these technologies promise to heighten the traits that tribunals were designed for, including efficiency and subject-matter expertise. Tarantino notes that of all justice sector processes, tribunal adjudications might be the most apt for algorithmic enhancement.\textsuperscript{79} This is particularly because “we already calibrate adjudicative processes for solemnity, procedural rigour and cost to reflect conventional views of what kinds of claims or disputes “matter” and to what extent they do so”.\textsuperscript{80} If ASA is faster and cheaper than a “human alone” alternative, it might be considered preferable by many to make reforms enabling it in tribunal adjudication.

\textbf{AI-Supported Adjudication}

Decision-making is the outcome of an analytic process “leading to the selection of a course of action among several alternatives”.\textsuperscript{81} Daly highlights how “Decisions and the decision-making processes that produce them will always be individuals’ first points of contact with administrative law.”\textsuperscript{82} With the latest advances in AI supporting decisions in a range of contexts, it is timely to investigate the methods which will create the best and most desirable results in tribunal adjudication. Integrating AI into tribunal adjudication should not be designed to take the

\textsuperscript{78} Administrative Justice Working Group, \textit{Submission to the Ontario Law Reform Commission on Research Priorities} (March 2007).
\textsuperscript{80} Ibid.
\textsuperscript{82} Paul Daly, “Judicial Review and Administrative Decision-Making” (October 2013), online: <http://www.administrativelawmatters.com/blog/2013/10/28/judicial-review-and-administrative-decision-making/>.
decision away from the adjudicator, but rather help them make a quicker and potentially more optimal one.

With all the commentary circulating about AI “replacing lawyers”, it is probably safe to say neither lawyers nor tribunal adjudicators will be replaced. Remus and Levy argue that predictions about AI coming for legal jobs is fear-mongering, and “fails to engage with technical details . . . critical for understanding the kinds of [legal] tasks that computers can and cannot perform.”83 In fact, the ASA model that I am prosing is intended to leverage the unique attributes of human decision-makers without ignoring the potential complementary benefits of AI. The Australia Law Reform Commission points out that many factors impact on legal adjudication, including induction, intuition, and the capacity to assess the social impact of decisions.84 These facets of decision-making are what make human involvement so crucial. But as Kelly and Hamm describe, “In the era of cognitive systems, humans and machines will collaborate to produce better results, each bringing their own superior skills to the partnership”.85 Despite AI’s analytical advantages, human adjudicators will likely be much better in the scenario of a novel case.86 This is where human creativity and judgment becomes a significant asset. Without this creativity it is possible for patently unjust or unsound outcomes to occur in particular cases, and for a “freezing” of the law at a more systemic level. With humans at the helm, legal decision-making will continue to adapt to changing social norms and conditions.

86 The usefulness of AI systems is stretched when the inputted rules or training data do not relate to new information presented to them, see Sourdin 2015. However, there are examples where ML algorithms have dealt well with novelty, see Google’s DeepMind “Alpha Go” program, and medical diagnosis.
At the same time, human judgment is subject to a variety of constraints and biases according to the well-supported theory of “bounded rationality.”\textsuperscript{87} The shortcomings of human cognition and judgment are well known, and historically had to be accepted as inherent and as relatively unfixable. Indeed, it has been said that “Every judge…unavoidably has many idiosyncratic leanings of the mind…which may interfere with his fairness at trial.”\textsuperscript{88} Contemporary research has demonstrated many instances where extra-legal factors can sway judgments. These include whether an adjudicator has eaten lunch, the number of decisions the person made earlier in the day, personal values, unconscious assumptions, reliance on intuition, the attractiveness of the individuals involved, and emotion.\textsuperscript{89} Notably, AI can perform tasks without certain encumbrances typical of human cognition, including biological limitations like fatigue. As well, it is argued by some that algorithms are able to avert cognitive fallacies and systematic errors, although this is complicated as they may be hard-coded with their own systemic errors.

In sum, the “human alone” legal decision-making model may not be the best of all possible models. While AI introduces some of its own problems, it is argued that a combined effort of human and AI best addresses the shortcomings associated each type of decision-maker acting on their own. It is possible that the statutory requirement of “merit-based appointments” to tribunals could one day be interpreted to include AI decision support tools. The competencies that must be required as part of hiring certainly does not rule this out; they currently include

\textsuperscript{87} See Herbert A. Simon, ”Theories of bounded rationality.” (1972) 1:1 Decision and organization, 161-176.
\textsuperscript{89} See for example Craig E. Jones, ”The troubling new science of legal persuasion: heuristics and biases in judicial decision-making” (2013) 41 Advoc. Q. at 49; Hayley Bennett, and G. A. Broe. ”Judicial neurobiology, Markarian synthesis and emotion: How can the human brain make sentencing decisions?” (2007) 31:2 Criminal Law Journal-SydneyCRIMINAL LAW JOURNAL-SYDNEY at 75.
“experience, knowledge or training in the subject matter” (of the Tribunal) as well as an
“aptitude for impartial adjudication”.

In further support of ASA, the requirement that adjudicators possess expertise has been recently supplemented by the notion of “institutional expertise”: “expertise should not be seen as solely related to the particular skills, experience, and competencies of individual members” but should include “institutional expertise”. Institutional expertise has thus far been defined as including such things as “mechanisms for the continuing education of members and for the evaluation of their decisions, and the regular holding of full board meetings where members can share their experience and collectively reflect on jurisprudential developments”. AI decision support tools have the potential to heighten the institutional expertise of the tribunals that adopt them.

**Illustrative Use Cases**

I offer two illustrative use cases to further clarify what I mean by ASA. In this first one, adjudicators would use AI in an informational sense as a means of enhancing traditional legal research. This can be contrasted with an AI “recommendation” program. The adjudicator would input the facts of the case. Next, the AI program would return a list of relevant cases, statutory provisions, and even “soft law” policy manuals based on the provided facts. The AI would rank the results in terms of their perceived relevance, but also go beyond this by highlighting key words or passages and providing information about why it thinks a certain source is relevant.

Taking the leap to making a recommendation at this point would involve distilling the considered
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90 Adjudicative Tribunals Accountability, Governance and Appointments Act, 2009, SO 2009, c 33, Sch 5, s 14(1). The government may make exceptions to this. See s 2 of Appointment to Adjudicative Tribunals, O Reg 88/11, where the requirement for a competition in a number of circumstances including re-appointments and cross-appointments is waived.


information into an answer and providing a confidence level associated with the answer. This would be problematic as it may (1) discourage the decision-maker to go against the AI’s recommendation (an easy ground for appeal, inviting more scrutiny), and (2) discourage the decision-maker from investigating the information for themselves because they may assume the program already did that adequately. By way of analogy, information-gathering AI programs seem much closer to the role of legal counsel, whom already have the job of providing and presenting legal information for the decision-maker to consider. Contrastingly, a recommendation system would be like a supposedly neutral lawyer for the decision-maker responsible for making a recommendation in that particular case. Albeit free to disagree with an AI’s recommendation, that output value would carry a lot of weight because of the supposed deeper legal expertise and broader perspective of the program. There is a concern that the information-gathering program will not return all of the relevant information or not assign accurate weights to it. However, this seems like a solvable problem and one in any case that could just as readily describe the shortcomings of human adjudicators.

A second potential use case is a harnessing of the predictive analytics of ML in the context of refugee determinations. Adjudicators must make complex determinations about the likelihood of claimants being persecuted in foreign countries due to protected characteristics (i.e. race, religion, and nationality), and do at a “near-frantic pace” given the high volume of cases. Grant and Rehaag highlight how this task is made difficult not only by its “forward-looking” and “predictive” nature, but also in its engagement with factual findings about conditions in foreign countries where “information may be scant and unreliable” This appears to be a task for which

---
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predictive ML algorithms could make valuable contributions. As mentioned earlier, future-oriented analysis is a task most human decision-makers struggle with and one that happens to be the “bread and butter” of ML algorithms. Similar to the previous use case, this AI system would not directly evaluate the likelihood of persecution. Rather, it would search for relevant documentary evidence and rank-order them by relevance, offering explicit justification for these choices. The algorithm would be trained on all available Immigration and Refugee Board decisions for that country of origin, parsing the decisions that most relate to the applicant based on personal characteristics and the particular facts of the case.

**Risks and Implementation Challenges of ASA**

The most important question is not *can we* but rather *should we* develop and deploy AI-supported adjudication (ASA). The normative question of *should* will be approached by examining whether ASA is consistent with three of the administrative justice system’s core commitments: namely, to 1) lawful delegation of decision-making, 2) procedural fairness, and 3) having (human) judges play a vital oversight function. There are other core values and considerations to be sure, but these are largely left to be explored elsewhere.

It is not immediately apparent that today’s procedural safeguards and substantive oversight mechanisms are able to seamlessly adapt to the use of AI in tribunal decision-making. According to several scholars, it will be a challenge to ensure that algorithmic justice is fair,

transparent, and accountable. Some view any automation of decision-making as compromising transparency and resulting in “adjudication in secret”; others are cautiously optimistic, believing it is possible even without full transparency to have “accountable algorithms”. Still others contend that the effort to uncover the secrets of ML algorithms is a kind of fruitless, “fetishistic” behaviour.

**Lawfulness**

When an algorithm is consulted, there is a question as to whether the human adjudicator or the algorithm is the primary decision-maker. It is a question of liability, responsibility, and authorized delegation of decision-making authority. Somebody, or some “thing”, must be the locus of responsibility. A fundamental tenant of the rule of law is that a decision-maker purporting to exercise a public decision-making power must have statutory authorization. Absent any statutory intervention, it would be likely that the tribunal would be responsible for any algorithms which supports its decision-making process. However, if it were the algorithm as decision-maker, this must be explicitly authorized by statute. This would be a
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99 Mary Liston "Administering the Canadian Rule of Law" in Colleen M. Flood and Lorne Sossin (eds), *Administrative Law in Context* 3rd ed. (Toronto: Emond Montgomery, 2017) at 2:4; In a leading rule of law case, *Roncarelli Roncarelli v. Duplessis*, [1959] SCR 121 (judgments of Rand J. and Cartright J.) an issue was whether a decision supposed to be taken by the commissioner was made instead by the Quebec premier.
challenge, given that “statutory delegates” have only ever been imagined as “persons” by the legislature.99

So long as the human understands the basis for the algorithm’s recommendation and is deciding autonomously this seems to square with rule of law requirements. As I contended earlier, however, a clean distinction between the human and the algorithmic aid is somewhat illusory in practice. The human would have to be able to override, or else they have lost their discretion to a computer essentially making automated decisions. Yet the phenomena of “automation bias” and “anchoring” described earlier suggest that the human decision-maker would not want to stray too far from the comforts of agreeing with something so seemingly empirical and scientific.100 Mariano-Florentino Cuéllar observes how, because of such tendencies, it “becomes difficult to tell where an algorithm’s ‘nudge’ ends and an accountable individual’s choice begins”.101 If watertight compartments between algorithm and adjudicator are not possible in practice, this needs to be addressed transparently. Legislative delegation of some kind, even for AI decision support tools, may be needed to preserve the rule of law.102

Procedural Fairness

Nicholson v. Haldimand-Norfolk held that a duty to act fairly applies in an administrative context. Though the degree of procedural fairness owed will depend on the individual

99 Ibid.
100 “Juvenile Detention Risk Assessment: A Practice Guide to Juvenile Detention Reform,” The Annie E. Casey Foundation (2006) 44, online: <http://www.aecf.org/m/resourcedoc/aecf-juveniledetentionriskassessment1-2006.pdf> (Notably, a study in the U.S. on algorithm-aided decision-making in the context of juvenile justice found that “detain overrides” (when the algorithm provides a low risk estimate) are much more frequent than “release overrides” (when the algorithm provides a high-risk estimate). It is unknown if this same override pattern would hold in the Canadian administrative context).
102 Query whether this legislative delegation is something that we would want on broader policy grounds.
circumstances of the case at hand, a baseline standard is that participants in administrative justice have a right to participate and meaningfully understand decisions made about their rights, interests, and privileges.\textsuperscript{103} This was articulated by L'Heureux-Dubé J. in Baker as a right to be heard, entailing a “fair, impartial, and open process”.\textsuperscript{104} The scholarship of Thibaut and Walker indicates that if people believe they have been treated fairly they will be more accepting of the legal outcome.\textsuperscript{105}

There have been serious concerns about whether algorithms are sufficiently transparent to satisfy the requirements of procedural fairness in administrative law. Garapon argues, “If predictive justice doesn’t want to end up being considered as a divinatory art, as mysterious and intimidating as the ancient oracles, it must disclose its algorithms”.\textsuperscript{106} There are at least three layers of opacity that need to be reckoned with.\textsuperscript{107} An “intentional” layer describes when humans intentionally obscure the working of an algorithm. The manufacturer/programmer might assert trade secret protections. There may also be grounds to obscure based on concerns of “gaming the system” or under requirements provided in the Privacy Act to protect certain types of personally identifiable information.\textsuperscript{108} An “illiterate” layer stems from the fact that most people lack the technical expertise to understand code or other technical dimensions of algorithmic reasoning. Even if the source code is shared, a solution proposed by many, the illiteracy issue remains a problem. Finally, an “intrinsic” layer speaks to the reality that certain algorithms are a “black

\textsuperscript{103} \textit{Baker v. Canada (Minister of Citizenship and Immigration)}, [1999] 2 SCR 817. (For example, Nicolson, a probationary police officer, was owed only minimum procedural rights whereas Baker, a person at risk of deportation, was owed more; see also \textit{Ocean Port re: independence of decision-maker}).

\textsuperscript{104} \textit{Ibid} Baker, para 28.


box”, especially those based on machine learning.\textsuperscript{109} Blue J Legal’s “Tax Foresight” program, which predicts the outcomes of tax court decisions, gives its users a confidence score associated with the prediction and a short dossier detailing its reasoning.\textsuperscript{110} This sounds more promising than source code sharing, but requires that we defer our judgement about how the algorithm reasoned to the algorithm itself; slightly bizarre in this context given that it is the algorithm we are scrutinizing.\textsuperscript{111}

At minimum, at least some information about the algorithms used by tribunal adjudicators will need to be made publicly available. Section 5(1)(c) of the \textit{Access to Information Act} mandates annual reporting to be carried out by government ministries including “a description of all manuals used by employees of each government institution in administering or carrying out any of the programs or activities of the government institution”.\textsuperscript{112} The \textit{Statutory Powers Procedure Act} governing tribunals in Ontario similarly requires tribunals to make any “rules or guidelines established under this or any other Act available for examination by the public”.\textsuperscript{113} Whether by legislative modification or broad interpretation of the existing clauses, algorithms should be included under these public disclosure provisions.

As Glover notes, another aspect of procedural fairness is a right to an unbiased adjudicator.\textsuperscript{114} It is important for participants in administrative justice to not have a “reasonable

\begin{itemize}
  \item \textsuperscript{109} See Jorge Casillas et al, “Interpretability issues in fuzzy modeling” (5 June 2013) 128 Springer (This is also called the “interpretability problem” in the computer science literature).
  \item \textsuperscript{110} Informal discussion with Avi Brudner of Blue J Legal.
  \item \textsuperscript{111} Norton Rose Fulbright “AI Summit” (15 November 2017) (A certain level of technical understanding is probably a baseline for accountability. Canadian lawyer Jane Caskey calls for “white boxing” solutions that dissect and deconstruct algorithms).
  \item \textsuperscript{112} \textit{Access to Information Act}, R.S.C., 1985, c. A-1, s. 5(1)(c).
  \item \textsuperscript{113} \textit{Statutory Powers Procedure Act}, R.S.O. 1990, c. S.22, s. 27.
  \item \textsuperscript{114} Kate Glover, “The Principles and Practices of Procedural Fairness” in Colleen M. Flood and Lorne Sossin (eds), \textit{Administrative Law in Context} 3\textsuperscript{rd} (Toronto: Emond Montgomery, 2017).
\end{itemize}
apprehension of bias”. Baker v Canada states the test for bias in administrative law: “what would an informed person, viewing the matter realistically and practically…conclude. Would he think that it is more likely than not that [the decision-maker], whether consciously or unconsciously, would not decide fairly”. Further, the decision-maker needs to have “an open mind which is open to persuasion”, but the onus is on the person seeking to demonstrate bias. This burden can be difficult to meet given the grounds for bias based on this test must be fairly substantial (“probability of bias”). Importantly, algorithms do not have “intentionality” so the “open mind” analysis must centre on the human adjudicator. However, a person could challenge whether the algorithm made its recommendation based on irrelevant factors. Algorithms could also be challenged is the associated agency/ministry could be shown to be using the algorithm in a way that furthers an internal policy goal, such as winnowing out applications in the immigration and refugee context. The remedy for a successful demonstration of bias would be quashing the decision and sending it back to be heard de novo. In this context, it would seem appropriate to redo the decision manually and without any algorithmic input.

Algorithms in other contexts have made demonstrable errors. Examples include flagging the innocent as terrorists, sending sick patients home from the hospital, wrongly depriving people of their jobs and car licenses, and chasing the wrong individuals for child support bills. These examples set a backdrop for assessing whether the reasonability threshold for apprehension of bias is crossed. Particularly, applicants or respondents from minority groups
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may have a reasonable apprehension of algorithmic bias. Latanya Sweeney found racial
discrimination in Google’s personalized ads (a search for a “black” name is much more likely to
turn up targeted ads about arrests).\(^1\) As noted, according to ProPublica criminal defendants of
colour are more likely to be mislabelled as “high risk” by risk score algorithms than are white
criminal defendants.\(^2\) Indigenous peoples might have a reasonable apprehension of bias unless
AI systems making decisions about them are tested using meaningful consultation. This is an
especially pertinent point given the recent Supreme Court of Canada decision in *Ewert v
Canada*. This decision held that statistical personality assessment tools used by Corrections
Canada in prisons are biased against Indigenous inmates because they were never tested to any
scientifically significant degree with Indigenous subjects.\(^3\) They were thus found to be liable to
making errors that would unjustifiably deprive Indigenous people’s liberty.

Could algorithms be created for tribunals that are less likely to discriminate? Greater
diversity in programmers and a vigilant attention to the risks of proxy variables would be a start.
There are at least two levels where racial bias can be “baked in” into an algorithm – its
programming and the data that feeds it. Programmers tend to be from one demographic (white
male), creating a kind of tunnel vision in the design process.\(^4\) On the data side, algorithmic
outputs like risk scores might be disguising “overt discrimination based on demographics and
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socioeconomic status”. 125 This latter problem is difficult to solve. It is one thing to execute the substantive policy choice to be “blind to race”, for instance, by not inputting any explicit race variables.126 However, seemingly neutral factors can act as proxies for racially protected characteristics. A prominent example is found in “redlining” where banks would refuse services to people with certain zip/postal codes which strongly correlated with race. If we are to make algorithms less biased, we need to think not only about overt discrimination. Moreover, we need to be keenly aware of tendencies like data worship and “mathwashing”; the idolization of algorithms because they run on mathematics.127 These tendencies to blindly trust numbers may prevent some people from seeing discriminatory effects associated with algorithmic justice.

A concept related to procedural fairness is tribunal independence. Tribunals only have the power delegated to them by government, but still maintain independence from the executive. Tribunal independence is not a “right for the adjudicator, but a right that belongs to the parties.”128 A concern about ASA is that if government commissions or develops the algorithm, this could import managerialism and government policy goals into the administrative justice sector. Thus, the executive sector’s seeking of AI-delivered efficiencies could potentially come at the expense of tribunal independence. This is an understandable concern, and any overstepping by the executive would have to be monitored closely.

Judicial Oversight/Substantive Review

126 Kroll et al., supra note 96.
128 Gottheil, supra note 28.
There are many mechanisms for legal accountability and oversight. Still, judicial review remains of key importance in the Diceyan sense that it directly enforces the rule of law. The typical standard of review for tribunal decisions is reasonableness. Under this standard, the courts generally defer to the administrative decision-maker’s reasoning. However, this does not mean that an adjudicator’s decision is totally immune from judicial review; the decision must be “reasonable”. One ground for review of an algorithm-aided decision might be if the human relied on the algorithm in “literal obedience” without considering the circumstances of the applicant/respondent “as a whole”. As Lorne Sossin notes, “the algorithm decision-making itself could be seen as fettering discretion if the criteria for the algorithm were less inclusive, or otherwise distorting of the actual criteria for the decision.” Ironically, another ground of review might be not engaging with the algorithm’s recommendation enough. Would such recognition of the epistemic superiority of the algorithm be a modification of the reasonableness review? Logically, the human’s range of “reasonable choices” would have to include overriding the algorithm or the court would be creating problems for legality discussed earlier. But the question is how far the reviewing court would allow the human decision-maker to stray from a tool that is meant to improve the administration of justice. This is a question to be further explored elsewhere.

Another issue concerns the relationship between reasonableness and reasons. Administrative law has a “longstanding faith in the prophylactic power of requiring explicit...
reasons”, a faith given practical manifestation by the Supreme Court in the *Baker* decision. In addition to traditional rationales, one specific to algorithm-aided decisions is that explicit evaluation for the basis of the decision would likely mitigate automation bias. “Reasons” must meet the necessary indicia of justification, intelligibility, and transparency. Reasons could be found insufficient, then, if they seem to overly defer to the algorithm, or fail to cast any light on the algorithm’s reasoning. What if the algorithm’s reasoning is cloaked behind trade secret protections, privacy requirements, and policy interests that militate against full disclosure? Additionally, there is the problem of inherent opacity in ML programs which has yet to be solved. Koll and colleagues discuss the difficulties of ML for source code analysis (trying to find and isolate the data-driven rule guiding the program’s outputs). They note that the source code alone “teaches a reviewer very little, since the code only exposes the machine learning method used and not the…decision rule”. It may still be possible for reasons of the decision-maker to be adequate, but they would likely have to do their best to explicitly map out all the considerations that were made beyond the algorithm, justifying how and why the algorithm factored into the final decision.

Ultimately, substantive review seeks to balance competing interests: the individual’s rights through court oversight, and the efficient operation of systems that the legislature created to resolve disputes outside the court system. The bottom line is that reviewing courts will have to ensure oversight of algorithmic decisions is effective, without being overly intrusive.

**Development and Regulatory Frameworks**
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Before concluding I will canvas options for the development of tribunal algorithms, and briefly suggest a couple regulatory frameworks. A backdrop to this section is the fact that Canada entered the Pan-Canadian Artificial Intelligence Strategy in 2017 and intends to be a leader in the global discussion on the range of implications of AI, including economic, ethical, policy, and legal.\textsuperscript{140} The federal government has also announced funding for “innovation superclusters”.\textsuperscript{141} These recent developments demonstrate the current government’s interest in getting more involved in stimulating growth in the AI sector and perhaps having a more hands-on role. This evident governmental enthusiasm for AI could influence the timeline and methods with which AI is developed and implemented in the public sphere.\textsuperscript{142}

There at least five main ways these algorithms could be developed. A first is private development, a for-profit model that we see at work in AI incubators hosted currently at tech-savvy law firms like Norton Rose Fulbright.\textsuperscript{143} A second is a social enterprise model. A public interest NGO or entity, like CanLII, could develop tribunal algorithms. As an entity that operates privately but with a public interest mandate funded by the Federation of Law Societies of Canada, CanLII is both a nimble and accountable site for tribunal algorithm development.\textsuperscript{144} A third is for tribunal algorithms to be left to government to develop. While there are positive precedents, like the “Digital Government” initiative in Ontario, government generally does not

\textsuperscript{140} Canadian Institute for Advanced Research, “Pan-Canadian Artificial Intelligence Strategy Overview” (30 March 2017), online: <www.cifar.ca/assets/pan-canadian-artificial-intelligence-strategy-overview/>.
\textsuperscript{142} Interest in AI is also ripe at the provincial level, for instance <https://www.compete.prosper.ca/uploads/2018_From_prediction_to_reality_Ontarios__AI_opportunity.pdf>.
\textsuperscript{144} CanLII, “About”, online: <https://www.canlii.org/en/info/about.html>.
have an excellent track record of quickly developing and deploying innovative technology. A fourth would involve the government contracting out development to private, non-legal firms. For example, the governing is working currently with Deloitte to examine and develop AI capabilities in administrative bodies. Another hybrid option is also possible, which would be a public/private consortium. Here, algorithm development would not be located at any particular government ministry but could be heavily supported by government funds and overseen, for example, by Ministries of the Attorney General. Ontario's Ministry of Attorney General has already demonstrated an interest in emerging AI legal technology; recently, it hosted the Ontario AI Legal Challenge at the Legal Innovation Zone at Ryerson University.

Governments and other regulatory entities have a role in ensuring that the use of algorithms in legal processes has socially beneficial, equitable, and rights-preserving impacts. In general, there are two main categories of regulatory challenges – ex ante and post-facto. The post-facto regulatory challenges arise after algorithms become available, whereas ex ante challenges focus on the research and development (R&D) phase. The R&D issues are not necessarily unique to algorithms (some apply to software development generally) but the potential impact of algorithmic applications merits particular concern. Matthew Scherer describes three relevant problems: 1) Discreetness, 2) Diffuseness, and 3) Opacity. The “discreetness” problem is that algorithms can be developed with “limited visible infrastructure”.

As John McGinnis puts it, “artificial intelligence research is done by institutions no richer than
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colleges and perhaps would require even less substantial resources”. The rise of open-source programming, however, makes this something of an understatement (powerful algorithms can be developed in garages by pioneering students). Many current regulators are set up to deal only with, by contrast, highly visible industrial projects and energy producers. The “diffuseness” problem is that R&D teams for algorithms might be spread out across organizations, locations, and jurisdictions, with the potential to evade regulations. This suggests the need for global coordination. Finally, the “opacity” problem engages the fact that algorithmic systems are bound to be more opaque than the ones they replace, for a couple of reasons not least of which is that they manifest emergent learning. This problem will not be easy to solve, but some early work on introducing “explainer tech” into algorithmic decision-making appears to be a positive step (see the LIME project). Such technology aims to patch the explanation gap between enigmatic algorithmic processing and associated outputs.

One post-facto solution could be that law societies require legal algorithms to be registered before they can be relied on by tribunals or courts. Specific to party algorithms, the rules of professional conduct and LawPro expectations around practitioner liability may play a large part in shaping what comes before a tribunal. Thus, it is fair to say that while thinking through the administrative law implications of tribunal algorithms is a useful exercise, the exact way algorithms will be permitted to play a role in these contexts will likely be guided by greater regulatory forces.

Conclusion

151 Fritsch, supra note 68.
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The influence of AI is starting to be felt across the legal system. Now, AI is poised to assist and improve the work of public tribunals. Certain characteristics of tribunals make it likely for the implementation of AI programs to be on the reform agenda in the near future. Tribunals lack the rigid procedure of courts and aim to facilitate the efficient resolution of disputes. Tribunals also require merit-based appointments based on competencies that favour AI’s “skillset”, and they welcome interventions that may increase their institutional expertise. This paper explored the merits and risks of tribunals adopting the model of “AI-Supported Adjudication” (ASA). Specifically, I proposed that statutory authorization be given for AI decision support tools which provide relevant information to adjudicators but that do not make outcome recommendations. Two illustrative use cases were explored, several complications were addressed, and there was a final discussion regarding development and regulation. While some critical skepticism about the use of AI in tribunals is warranted, the benefits of a measured and closely monitored introduction of AI as supportive tools in the hands of adjudicators are ultimately more compelling.